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Abstract

Empirical estimation of the bullwhip effect poses several challenges, although

the bullwhip effect has been well studied in modeling papers. Using a dataset

from a large supermarket chain, we estimate the product level bullwhip effect

using various methods, analyze consequences of its different measurements

and aggregations, and examine its impact on supply chain performance in

terms of inventory ratio and stockouts. We have three major findings.

(a) Bullwhip effect estimates exhibit different magnitudes dependent on how

they are measured. The material bullwhip effect is greater in magnitude than

the information bullwhip effect in our data, where demand correlations are

sufficiently low. (b) The aggregated bullwhip effect ratios by store and by time

are lower than the disaggregated bullwhip effect ratios, indicating that the

aggregated bullwhip effect ratios underestimate the bullwhip effect. The aggre-

gated bullwhip effect ratios by product are lower than the disaggregated bull-

whip effect ratios, indicating the bullwhip effect is not as strong as theory

predicts due to order pooling. (c) The bullwhip effect is associated with poor

supply chain performance, as measured by elevated inventory ratio and

stockouts. However, if the bullwhip effect is measured inaccurately, these ben-

efits can be underestimated as much as 75% for inventory and 25% for

stockouts.

KEYWORD S

bullwhip effect, empirical analysis, supply chain management

1 | INTRODUCTION

The rapid development of information technology has
made collecting, storing, and analyzing large-scale data
feasible. As a result, companies today are competing
against each other on data analytics, an important source
of competitive advantages. According to an industry sur-
vey, 53% of firms used data analytics in 2017, up from 15%
in 2015 (Forbes, 2017). Trade press has touted some suc-
cess stories from using data analytics. For example, Wal-
Mart and Target have been using data analytics to direct
their retail business strategies (Forbes, 2018). However, in

supply chain management (SCM), managers have not
applied data analytics that could radically transform SCM
practices to the same extent (McKinsey, 2016), perhaps in
part due to the limited research in SCM analytics.

Research shows an increasing trend of using data
analytics in operations management (OM) and SCM, for
example, to detect on-shelf stockouts using point-of-sale
(POS) data (Montoya & Gonzalez, 2019), support hurri-
cane inventory management decisions using consumer
demand data (Morrice, Cronin, Tanrisever, &
Butler, 2016), and quantify the value of information shar-
ing using sales information (Cui, Allon, Bassamboo, &
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Van Mieghem, 2015). A recent trend in supply chain
analytics research is to empirically examine the bull-
whip effect (e.g., Bray & Mendelson, 2012; Cachon,
Randall, & Schmidt, 2007; Chen & Lee, 2012), a topic
well studied by analytical models. The bullwhip effect
is defined as “the phenomenon where orders to the
supplier tend to have larger variance than sales to the
buyer (i.e., demand distortion), and the distortion

propagates upstream in an amplified form” (Lee,
Padmanabhan, & Whang, 1997b, p. 546). Scholarly and
trade press publications have documented the bullwhip
effect at Merloni Elettrodomestici, PSS/World Medical,
Sara Lee Household & Body Care (Wheatley, 2004),
Philips Semiconductors (de Kok et al., 2005), European
grocery supply chains (Fransoo & Wouters, 2000;
Holmström, 1997), car manufacturing (Klug, 2013),

TABLE 1 Summary of key empirical literature on bullwhip effect

Paper Data Measure Findings BW range

Fransoo and
Wouters (2000)

Daily data of four
convenience food
companies in
Netherlands from Mar
23 to Jun 5, 1998

Ratio of the coefficient of
variation (CV) of demand
generated by an echelon
to the CV of demand
received by this echelon

The bullwhip effect exists
at different supply chain
echelons

2.449 ~ 4.796
Mean: 4.495

Lai (2005) Monthly data on 3,754
stock keeping units
(SKUs) from a Spain
supermarket chain from
Jan 1990 to May 1992

Ratio of sales variance to
supply variance

There is a significant
amount of bullwhip
effect and that order
batching is a major
driver for the effect

0 ~ 4,356.00

Cachon et al. (2007) Monthly, industry level
data in the United States
during Jan 1992 to Feb
2006

Ratio and difference of
production variance to
sales variance

Wholesale industries
exhibit the bullwhip
effect, whereas retail
industries do not, and
that seasonality
contributes a large
portion to the bullwhip
effect

Raw ratio: 0.15 ~ 4.15
Raw difference:
−0.3519 ~ 0.0839

Seasonally adjusted
ratio: 0.21 ~ 9.18

Seasonally adjusted
difference:
−0.1602 ~ 0.0657

Bray and
Mendelson (2012)

Quarterly data of 4,689
U.S. public firms during
1974–2008

Percent of total demand
variance (difference of
order variance and
demand variance
decided by demand
variance)

About two-thirds of firms
experience the bullwhip
effect, and that demand
signals contribute to the
bullwhip effect

−26.55 ~ 29.73%
Mean: 15.81%

Chen and
Lee (2012)

Weekly, SKU level data
from a European retail
store during a 1-year
period

Ratio of shipment
variance to sales
variance

The bullwhip effect ratios
decrease with the
estimation time window

Weekly: 1.31 ~ 3.04
Biweekly: 1.25 ~ 2.68
Four-weeks:
1.08 ~ 2.03

Shan, Yang, Yang,
and Zhang (2014)

Quarterly data of 1,200
public firms in China
from 2002 Q1 to 2009
Q2

Ratio of production
variance to sales
variance

More than two-thirds of
the companies exhibit
the bullwhip effect

Mean: 1.26
SD: 0.60

Bray and
Mendelson (2015)

Monthly data of 162 car
models produced by
20 auto manufacturers
from 1985 to 2013

Ratio of production
variance to sales
variance

Among 162 car models, on
average, production is
220% as variable as sales

Mean: 2.20

Duan, Yao, and
Huo (2015)

Daily data of a large
Chinese super market
chain from April to
October 2011

Ratio of order variance to
sales variance

Bullwhip effect is
prevalent and intensive,
and is not only affected
by their own product's
but also by substitute
product's price changes
and stockouts

Raw ratio:
Mean: 20.64
SD: 37.98
First differenced ratio:
Mean: 33.6
SD: 71.17
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and various U.S. industries (Cachon et al., 2007;
Dooley, Yan, Mohan, & Gopalakrishnan, 2010).

The prevalence of the bullwhip effect is a general con-
sensus among researchers. Yet, the wide range of bull-
whip effect magnitudes reported in empirical studies is
puzzling (see Table 1 for details). These limited empirical
findings do not always agree with theoretical predictions
that the bullwhip effect should be prevalent and strong
(e.g., Lee et al., 1997b). Moreover, the wide range of bull-
whip effect estimates implies that the bullwhip effects
may be estimated in different ways and some estimation
approaches do not accurately capture the actual effects.
Indeed, during our data collection at a large supermarket
chain in China, when we posed to the distribution cen-
ter's supply chain manager the question of whether the
firm suffers from the bullwhip effect, the manager
answered: “I know what bullwhip effect is, but we have
never worried about it because we don't think it is as bad
as one would think in our supply chain.”

This seemingly counter-intuitive observation from this
manager, together with the disparities between theoretical
predictions and the empirically documented wide ranges
of bullwhip effect estimates, are worrisome in several
ways. First, from a theoretical perspective, the wide range
of bullwhip effect estimates is likely due to the challenges
in empirically measuring and estimating the bullwhip
effect and the fact that some assumptions in analytical
models do not reflect the actual reality in businesses. For
example, in analytical models, a single product in a single
firm is often assumed, whereas in reality, multiple prod-
ucts in multiple firms or stores, which may mask the bull-
whip effect, are common. Second, from a practitioner
perspective, when data analysts prepare a firm's data in
one way and conclude that there is a bullwhip, and then
prepare the data in another way and conclude that there
is no bullwhip, the data analytics become dubious. As
suggested by our findings, it is clear that a data analyst
may infer anything between a strong bullwhip effect, to an
insignificant bullwhip effect, simply by analyzing the exact
same data that has been prepared in different ways. When
firms rely on doubtful data analytics to make key business
decisions, it may lead to catastrophic results. Therefore, it
is critical for both researchers and practitioners to under-
stand the potential impacts and implications of data ana-
lytics in terms of estimating the bullwhip effect.

Empirical estimation of the bullwhip effect poses sev-
eral unique challenges. First, the bullwhip effect is theoret-
ically measured by comparing order variance to demand
variance (Lee et al., 1997b). However, the necessary
demand information and order information are typically
not readily available to supply chain data analysts, as the
ideal data would require the firm to track the information
flow from their customers and to their suppliers. As a

result, proxy information is often used to estimate bull-
whip effects (see Table 1 for details). Second, the bullwhip
effect is theoretically defined at the product level in a sin-
gle firm. Yet, prior studies have used both disaggregated,
product level data (Duan et al., 2015; Fransoo &
Wouters, 2000; Lai, 2005) and aggregated data
(e.g., Cachon et al., 2007 at the industry level; Bray and
Mendelson, 2012 and Shan et al., 2014 at firm level) to esti-
mate the bullwhip effect. Aggregated data may result in
over- or under-estimations of the bullwhip effect
(Fransoo & Wouters, 2000), leading to different conclu-
sions (Chen & Lee, 2012). Therefore, it is of great theoreti-
cal and managerial importance for researchers and
practitioners to demonstrate the aggregation at work and
to illustrate how different forms of aggregation may affect
the bullwhip effect estimation.

In addition to the challenges in estimating the bull-
whip effect, the impact of the bullwhip effect has also been
understudied in empirical literature. Prior modeling litera-
ture is generally in consensus that the bullwhip effect is
associated with worse supply chain performance, such as
increased inventory and increased stockouts (e.g., Lee
et al., 1997b). However, the conclusion is not without
question. Chen and Samroengraja (2004), using analytical
modeling and numerical examples, show that supply
chain costs are not necessarily reduced by strategies for
dampening a bullwhip effect, suggesting that a higher
bullwhip effect may not necessarily be associated with
worse supply chain performance. Few papers have empiri-
cally studied the consequences, especially when the conse-
quences may be nuanced. An exception is Mackelprang
and Malhotra (2015) who show that, surprisingly, the bull-
whip effect has no relationship with a firm's operating
margin. They further note, “…the relationship between
bullwhip and firm performance is far more nuanced and
complicated than previously believed” (p. 15).

Clearly, addressing the empirical challenges of esti-
mating the bullwhip effect and examining its impact on
supply chain performance have important theoretical
and practical implications. Doing so can “improve our
perspective on the phenomenon” (Bray &
Mendelson, 2012), thereby contributing to the literature
and shedding light on improving firms' business practices
in supply chain operations. The objective of our study is
to take up these challenges in measuring and estimating
the bullwhip effect and its performance impact through
rigorous analyses using a large-scale, granular dataset.
Our research question centers on what the best way is for
OM/SCM researchers and data analysts to empirically
estimate the bullwhip effect. Comparing all measures
used in prior literature, do they accurately capture the
bullwhip effect, or do they over- or underestimate it?
What is the impact of the bullwhip effect and what is the
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impact when it is over- or underestimated? We replicate
the measures used in the literature and examine where
the disparities emanate from, and also quantify the per-
formance degradation due to the bullwhip effect and the
potential impact of inaccurate estimation of the bullwhip
effect on estimates of this performance degradation.

Our key findings are that: (a) bullwhip effect esti-
mates exhibit different magnitudes dependent on how
they are measured. The material bullwhip effect is greater
in magnitude than the information bullwhip effect in our
data, where demand correlations are sufficiently low.
(b) The aggregated bullwhip effect ratios by store and by
time are lower than the disaggregated bullwhip effect
ratios, indicating that the aggregated bullwhip effect
ratios underestimate the bullwhip effect. The aggregated
bullwhip effect ratios by product across stores is lower
than the disaggregated bullwhip effect ratios, indicating
the bullwhip effect is not as strong as theory predicts due
to order pooling. (c) No matter how a bullwhip effect is
measured, the bullwhip effect is associated with poor
supply chain performance, as measured by elevated
inventory ratio (IR) and stockouts. A unit decrease in the
bullwhip effect ratio can save a firm's inventory by $26.03
and stockouts by 0.15 days for a product during a year on
average. These results suggest that, if a firm can mitigate
the bullwhip effect, the firm can expect to have lower
inventory costs and better service level. However, if the
bullwhip effect is measured inaccurately, the benefits can
be underestimated by as much as 75% for inventory and
25% for stockouts, which may mislead data analysts and
managers, providing less incentive to implement mea-
sures to mitigate the bullwhip effect.

Our article makes several important contributions to
the OM/SCM fields. First, our article extends the work in
the OM/SCM fields by taking up the empirical challenges
in estimating the magnitude and impact of the bullwhip
effect. Previous studies document a wide range of bull-
whip effects, likely due to the different ways in which
they measure the bullwhip effect. Our findings reconcile
the disparities and demonstrate that there are two scenar-
ios when such disparities may occur. The first scenario is
that, although the bullwhip effect is prevalent and inten-
sive, when measured at different levels, it may be under-
estimated, even to the level that it incorrectly seems
nonexistent. The second scenario is that, while theory
predicts that order variance oscillates going up the supply
chain (i.e., the bullwhip effect), it may not be happening
in reality when order pooling from multiple firms is
available, because bullwhip effect theory assumes a single
product in a single firm and does not consider order
pooling. Second, although there is a general consensus in
bullwhip modeling literature that the bullwhip effect
results in poor supply chain performance, few studies

have empirically shown and quantified the consequent
degradation of supply chain performance. We are among
the first few attempts to empirically verify the theoretical
prediction and estimate the performance impact of the
bullwhip effect. Third, in addition to the contributions to
the research community, our study makes important con-
tributions to managers. We outline an implementable
data analytics methodology to measure and estimate the
bullwhip effect that practitioners can use in analyzing
their supply chain to make informed decisions.

2 | LITERATURE REVIEW

Prior literature using analytical modeling studies the
bullwhip effect (e.g., Cachon, 1999; Chatfield, Kim, Har-
rison, & Hayya, 2004; Lee et al., 1997b; Metters, 1997;
Raghunathan, Tang, & Yue, 2017; Warburton, 2004). The
general consensus is that the bullwhip effect exists and
may be caused by rationing games, demand signal
processing, price variation, and order batching (Lee
et al., 1997b). Several ways to mitigate the bullwhip effect
such as information sharing are proposed (Chen &
Lee, 2009; Wu & Katok, 2006).

A few empirical studies have estimated the bull-
whip effect and documented a wide range of bullwhip
effect estimates. Cachon et al. (2007), using industry
data from the United States, show that wholesalers
exhibit an industry level bullwhip effect, whereas
retailers do not. At the firm level, Bray and Mendel-
son (2012), using data from 4,689 public firms during
the period 1974–2008, find that a majority of firms
have the bullwhip effect, and that demand signals dur-
ing short, midrange, and long lead times all contribute
to the bullwhip effect. Using firm level data on more
than 1,200 companies in China during the period
2002–2009, Shan et al. (2014) also show that a major-
ity of the companies exhibit the bullwhip effect. At the
product level, Fransoo and Wouters (2000) use data
from two European supply chains and demonstrate
that different supply chain echelons can have different
levels of bullwhip effect. Bray and Mendelson (2015)
analyze product-level data from 162 car models and
find a strong bullwhip effect measured by production
smoothing. Duan et al. (2015) use product-level data
from a large Chinese supermarket chain and find a
prevalent bullwhip effect, and that the effect is
affected by a substitute product's characteristics such
as price changes and stockouts. Bray et al. (2018)
study one of the major driving factors of the bullwhip
effect (i.e., rationing games) and, using product-level
data from a supermarket chain via a structural econo-
metric model, show the long-standing hypothesis that
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rationing gaming causes a bullwhip effect. Most previ-
ous studies estimate the bullwhip effect either at the
monthly or quarterly level (Bray & Mendelson,
2012, 2015; Cachon et al., 2007; Lai, 2005; Shan
et al., 2014). Few studies use product-level daily data;
Fransoo and Wouters (2000) analyze a limited number
of products, while Duan et al. (2015) focus only on
estimating drivers of the bullwhip effect.

Our article differs from empirical studies in the lit-
erature. First, we use product level and daily level data,
while most prior studies use firm level or industry level
data, and at monthly (or longer time period) levels.
Furthermore, we are able to collect order data that
enable us to test the bullwhip effect, as measured by its
definition in theoretical models, and compare it against
other proxy measures. Second, our context allows us to
collect data from multiple retail stores and for multiple
products, enabling us to aggregate the data in many
different ways to measure and compare the measure-
ment and aggregation effect on estimates of the bull-
whip effect. The comparisons help us to gain a deeper
understanding about why the extant literature has
documented a wide range of bullwhip effect estimates
and why some managers do not observe the bullwhip
as strongly as theory predicts. Third, we examine a sup-
ply chain that consists of a distribution center and
many stores, a setting similar to the analytical models
in the literature, whereas most prior studies examine a
firm setting without information about the firm's sup-
pliers or customers. Fourth, we use a large-scale
dataset that encompasses over 700,000 observations on
487 consumer products collected from a supermarket
chain, which is much more than in previous empirical
studies. The scale of the data and the variety of types of
products increase the generalizability of our findings.
Fifth, we empirically quantify the impact of the bull-
whip effect on supply chain performance, which has
not been done in prior empirical literature. Therefore,
our study contributes to the bullwhip effect literature
by narrowing the literature gaps in estimating the bull-
whip effect and by quantifying the impact of the bull-
whip effect at the product level. Table 1 summarizes
the key relevant studies.

3 | MEASUREMENTS OF
BULLWHIP EFFECT

3.1 | Material bullwhip effect versus
information bullwhip effect

There are two primary ways to measure the bullwhip
effect: one using shipping and sales variance, termed the

material bullwhip effect, and the other using order and
demand variance, termed the information bullwhip effect.
To better illustrate these bullwhip effect measures, we
adapt a figure from Chen and Lee (2015). As shown in
Figure 1, a firm deals with both upstream and down-
stream parties in the supply chain. On the downstream
side, the firm faces consumer demand and generates sales
when the demand is realized; on the upstream side, the
firm places orders to and receives shipments from its sup-
pliers. Most modeling papers use the information bull-
whip effect (i.e., the ratio of order variance to the
demand variance) to measure the bullwhip effect
(e.g., Cachon, 1999; Chen, Drezner, Ryan, & Simchi-
Levi, 2000; Chen & Lee, 2012; Lee, Padmanabhan, &
Whang, 1997a). For empirical studies, however, it is chal-
lenging to obtain data on orders and demand (Cachon
et al., 2007). As a result, previous studies often use ship-
ments to proxy orders, and use sales to proxy demand;
that is, they measure the material bullwhip effect
(e.g., Bray & Mendelson, 2012; Cachon et al., 2007;
Lai, 2005).

The material flow and the information flow account
for different levels of supply chain uncertainty. The
uncertainty may come from supply shortages. If a sup-
plier can supply a firm's orders perfectly, and the firm
can satisfy the demand from its consumers perfectly, the
material flow and the information flow should have the
same level of uncertainty (Chen & Lee, 2015). However,
this scenario rarely happens due to stockouts. It is not
straightforward as to which bullwhip effect contains
more uncertainty. On one hand, the information bull-
whip effect takes account of both demand uncertainty

FIGURE 1 Information and material flows for a firm in a

supply chain. Note: The figure is adapted from Chen and

Lee (2015)
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and supply uncertainty because, when a firm makes
order decisions, both demand uncertainty (e.g., demand
signal processing) and supply uncertainty (e.g., shortage
gaming) are considered. The information bullwhip effect
drives the material bullwhip effect, thus accounting for
more uncertainty (Chen & Lee, 2012). On the other hand,
the information bullwhip effect involves only one deci-
sion maker (i.e., the firm) who observes the demand and
decides on orders. In contrast, the material bullwhip
effect involves three decision effects, where sales are
determined by the consumer demand and inventory,
orders are determined by the firm's decisions, and ship-
ments are determined by the suppliers' product and
inventory decisions. Thus, the material bullwhip effect
may account for more uncertainty as more decision
effects suggest a greater level of uncertainty.

In a recent paper, Chen, Luo, and Shang (2017) spe-
cifically examine the relationship by studying discrepan-
cies between the information bullwhip and material
bullwhip effects. They find that the material bullwhip
effect is always greater than the information bullwhip
effect under stationary demand and ample supply. For
systems with correlated (i.e., Auto regression or AR
[1]) demand and with supply shortages, the relationship
between the material bullwhip and the information bull-
whip effect depends on the magnitude of demand corre-
lation between the two AR(1) periods. They analytically
prove that when the demand correlation is sufficiently
low, the material bullwhip effect is greater than the infor-
mation bullwhip effect; when the demand correlation is
sufficiently high, the material bullwhip effect is smaller
than the information bullwhip effect.

3.2 | Temporal aggregation of bullwhip
effect

In analytical models, the variances of demand and
orders are typically given through their respective distri-
bution function assumptions. However, in empirical
estimations, the sales and order data may be at different
levels dependent on the level of temporal aggregation;
for example, daily sales, weekly sales, or monthly sales.
Chen and Lee (2012) develop a model and show that the
aggregated bullwhip effect ratio temporally approaches
one in the limit when the aggregated demand variance
becomes sufficiently large and the aggregation period
increases. They also analytically show the bullwhip
effect ratio decreases monotonically under time aggrega-
tion when the ratio is greater than one at the order deci-
sion point. These theoretical results suggest that longer
temporal aggregation of data generates lower bullwhip
effect ratios.

3.3 | Order aggregation of bullwhip
effect

Prior economics literature also has explored implications
of order aggregation across products on the bullwhip
effect. For example, Caplin (1985) demonstrates that, no
matter what the demand correlation assumption is,
aggregation still will likely preserve a bullwhip effect
under (s, S) policies. Relatedly, Cachon et al. (2007) state
that “whether aggregation preserves or masks the bull-
whip effect or production smoothing depends on the cor-
relation of production and demand across the unit being
aggregated and on the particular causes of amplification
in place.” Chen and Lee (2012), using a modeling
approach, investigate the aggregation over products and
locations and find that product aggregation and location
aggregation both can mask the bullwhip effect.

One reason that aggregation may mask or dampen
the bullwhip effect is because of ordering processes
among multiple firms or across multiple stages within a
firm (e.g., multiple retail stores to the distribution center
[DC]). The aggregated order variance from multiple firms
with correlated ordering (i.e., all retailers order at the
same time) is the largest, followed by that from random
ordering (i.e., retailers order randomly over time), and
that from balanced ordering (i.e., same retailers order
each period) (Cachon, 1999; Lee et al., 1997b). There are
two approaches of order aggregation for multiple prod-
ucts carried by multiple stores. One is aggregation over
the same product across different stores, and the other is
aggregation over the same store across different products.
The former approach calculates the bullwhip effect faced
by the distribution center (or upstream firms) in practice
as the distribution center pools all orders from its retail
stores. The latter approach resembles how orders are
placed and shipped in practice as retail stores always
place orders with multiple products for improved econ-
omy of scale in order and transportation costs. For both
approaches, random ordering averages out the data peaks
and bottoms, resulting in aggregated order data with
smaller variation.

Through conversations with our data provider, we
understand that the order processes between stores in
our research setting are neither coordinated nor bal-
anced. That is, each store makes its own ordering deci-
sions without coordinating with any other stores,
suggesting orders across stores are not correlated but
rather are randomly placed, which will result in lower
order variance after aggregation. A quick examination of
our data shows that this is indeed the case. The average
coefficients of variation of the aggregated order data
series by the same product across stores and by the same
store across products are 2.55 and 1.56, respectively,
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whereas the average coefficients of variation of the dis-
aggregated order series are 3.54 and 3.45, respectively. T-
tests show that the average coefficients of variation of the
aggregate order series are significantly smaller than those
of the disaggregate order series. Furthermore, Figure 2
graphs the disaggregated order data for a sample product
at a sample store, the aggregated order data over products
in the sample store, and the aggregated order data for the
sample product over all stores by the days of week
(e.g., Monday, Tuesday, etc.). The aggregated series show
smaller variation (i.e., smoother) than the disaggregate
data series, indicating order aggregation is associated
with lower order variance in our case. Therefore, the
bullwhip effect is likely to be masked due to data aggre-
gation in our research context.

4 | IMPACT OF BULLWHIP
EFFECT

Modeling literature demonstrates that the bullwhip
effect is detrimental to supply chain performance since
it may lead to supply chain inefficiencies such as “exces-
sive inventory investment, poor customer service, lost
revenues, misguided capacity plans, ineffective transpor-
tation, and missed production schedules” (Lee
et al., 1997a, p. 93). In modeling literature, supply chain
performance related to the bullwhip effect is modeled
mainly using inventory costs and stockouts, both of
which are widely used supply chain performance met-
rics in empirical studies (e.g., Dong, Dresner, &
Yao, 2014). In theory, when a firm faces demand with
larger order variation (assuming the same mean), the

firm will need to stock a greater level of inventory to
maintain the same level of service, resulting in higher
inventory cost (Tsay & Lovejoy, 1999). Chen and
Lee (2012), through modeling, show that a firm's inven-
tory cost is proportional to the square root of the bull-
whip effect; that is, when the bullwhip effect ratio is
greater than 1, the inventory cost increases.

In our empirical approach, we use IR and stockouts
at the downstream stores to measure the supply chain
performance. Based on theory, the bullwhip effect is
upward facing; that is, the bullwhip effect is generated
first at the stores, but is observed by the distribution cen-
ter (in our case). There are several ways to study the per-
formance implications of the bullwhip effect. The first
way is to study the performance of the distribution center
and the second way is to study the performance of the
stores. We chose to focus on retail stores because the
retail store's performance is more important, since the
ultimate goal of a supply chain is to satisfy its end-
consumer demand. For the downstream stores, the
impact of the bullwhip effect is not straightforward. We
posit the bullwhip effect the downstream store transmits
to the distribution center upstream also hurts its own
supply chain performance. The logic is that the bullwhip
effect affects the upstream distribution center's supply
chain planning and performance because of increased
order variations, which in return will affect the down-
stream store's supply chain planning and performance
because of worsened upstream performance. For exam-
ple, due to increased order variability, the upstream dis-
tribution center will not be able to plan its inventory and
production as well as before. As a result, the poor plan-
ning will affect its fulfillment performance to the

FIGURE 2 Aggregated versus

disaggregated orders [Color figure can be

viewed at wileyonlinelibrary.com]
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downstream store's orders. When the downstream store's
orders are not fulfilled completely, the downstream
stores' stockouts will increase. Hence, the downstream
stores will have to place orders in a greater quantity by
factoring in the supply uncertainty, which leads to higher
inventory. Therefore, we expect that both inventory and
stockouts are positively associated with the bullwhip
effect; that is, greater inventory and stockouts (poorer
supply chain performance) are associated with a higher
bullwhip effect.

5 | ANALYSIS AND RESULTS

5.1 | Our context and raw data

We collected the data from a large supermarket chain in
China. At the time of our data collection (i.e., 2011), the
company had $4.37 billion in sales. By the end of 2011,
the firm operated 5,150 stores mainly in Shanghai and
surrounding areas in China. The stores can be catego-
rized into large, medium, and small sized stores. The
large stores combine department stores and grocery
stores; the medium stores have only grocery stores; and
the small stores are convenience stores that sell only
limited grocery items. The retailer directly operates all
of the large stores, but relies on franchise operations for
a considerable number of small to medium stores. Our
data were collected only from the large stores, which are
similar to the standard supermarket stores in the United
States in terms of products and store size.

In order for the orders and demand to be comparable,
we chose a supply chain setting that consists of 71 super-
market stores and a distribution center, all of which are
owned by the supermarket chain. Although both super-
market stores and the distribution center are owned by
the supermarket chain, they operate independently and
make their own operations decisions. The distribution
center serves these supermarket stores for the products in
this study. The supermarket stores observe and fulfill the
demands from their consumers and make determination
on the timing and quantity of the orders to the distribu-
tion center. The orders from the supermarket stores
become the demands to the distribution center. Based on
the demands, the distribution center decides the timing
and quantity of the orders to its suppliers. Each super-
market store has its own operational objectives, and
operates independently. The stores do not coordinate the
timing and quantity of their orders among themselves.
Hence, this supply chain setting between a supermarket
store and the distribution center is similar to the
supplier–buyer dyad setting that is commonly used in the
bullwhip effect models in prior studies (e.g., Chen &

Lee, 2009; Lee et al., 1997b). Figure 3 describes our
research setting.

We selected 15 product categories: potato chips,
juices, tea drinks, toothpastes, kids' toothpastes, tooth-
brushes, facial tissues, mouthwash, wipes, toilet paper,
baby wipes, detergents, shampoos, vinegar, and cooking
oil. The reason to select these product categories is that
they are common household products that are in supply
over a long term and year-round (i.e., not products in the
market for a few months and then discontinued, or in the
market only for a few months per year), and are popular
products so that their data are accumulated quickly and
sufficiently for consistent bullwhip effect estimation
(Lai, 2005) (i.e., estimating the bullwhip effect requires
many occurrences of sales and orders). The selection of
these products is in line with those product categories
used in the prior literature using product level data; for
example, supermarket products in Lai (2005) and Duan
et al. (2015). The 15 product categories yielded 1,656
products. We further filtered these data by selecting
487 fast moving products. The fast-moving products are
defined as the products that sell at least three units in a
week and place at least one order every other week, on
average. Table 2 shows the products and observations by
product categories. Detergents and shampoos have the
largest number of products and observations.

We collected the data for the most recent 7 months at
the time of our data collection (i.e., April–October 2011).
In particular, we gathered POS data and daily inventory
data for each product-store combination. We also col-
lected data on the store orders. The sales data and order
data are aggregated to merge with the inventory data.
Consequently, our data set consists of 703,632 observa-
tions (3,288 x 214). Figure 4 shows the operations activi-
ties including sales, shipments, orders, and inventory for
a sample product at a sample store.

FIGURE 3 Supply chain dyads in our empirical context
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5.2 | Measurement of bullwhip effect

We construct three bullwhip effect measures:

1 Information bullwhip effect (BW-INFO). As discussed
above, the challenge of computing the information

bullwhip effect is to obtain the data on orders and
demand. We were able to collect order information
from the stores. With respect to the demand informa-
tion, it is not available as the stores do not track lost
sales when stockouts occur. A customer may simply
walk away or buy a substitute product without telling
the store when the product she wants to buy is out of
stock. As a result, we use the method developed in a
recent paper by Chen et al. (2017) through which the
variance of demand can be derived using the variance
of sales series. BW-INFO is the ratio of order variance
to the imputed demand variance.

2 Material bullwhip effect (BW-MAT). BW-MAT is the
ratio of shipments variance to sales variance as defined
in Chen and Lee (2012). As shown in Figure 1, the
focal firm (retail store in our case) receives shipments
from their supplier (distribution center in our case),
and sells the products to the customers. The ratio of
shipments variance to sales variance is derived from
the actual product or material movements.

3 Hybrid bullwhip effect (BW-HYD). BW-HYD is the
ratio of order variance to sales variance. Note that BW-
HYD has the numerator from the information bull-
whip effect and the denominator from the material
bullwhip effect. The reason we construct BW-HYD is
to provide a measure of bullwhip effect using raw sales
data (as compared with BW-INFO, which uses derived
demand data). In addition, since BW-HYD has also
been used in prior literature (i.e., Duan et al., 2015),
this measure provides continuity and comparison.

We also compute the first differenced ratios for both
the hybrid bullwhip effect (BW-HYD-FD) and the

TABLE 2 Distribution of products, product categories, and

observations

Product
category

Number
of
products

Store-product
combinations

Number of
observations

Juices 66 706 151,084

Potato chips 18 93 19,902

Tea drinks 15 111 23,754

Kids' tooth
pastes

4 38 8,132

Toothpastes 51 175 37,450

Toothbrushes 26 113 24,182

Mouthwash 3 15 3,210

Facial tissues 8 95 20,330

Wipes 3 7 1,498

Toilet paper 14 190 40,660

Baby wipes 8 43 9,202

Shampoos 116 502 107,428

Detergents 132 848 181,472

Vinegar 18 333 71,262

Cooking oil 5 19 4,066

Total 487 3,288 703,632

FIGURE 4 Inventory, sales, shipments, and orders for the sample product at a store. Note: The sample product is a brand of drinks

packaged in 145 ml × 4 bottles [Color figure can be viewed at wileyonlinelibrary.com]
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material bullwhip effect (BW-MAT-FD) (Cachon et al.,
2007). (Note, we did not compute the first differenced
BW-INFO because the method in Chen et al., 2017 only
applies to raw data.) Since our data are at a granular
daily level, we can aggregate the data to different, higher
levels and calculate BW effect ratios using the aggre-
gated data. In particular, we start by computing the bull-
whip effect ratios using the daily data (without
aggregation). We then calculate bullwhip effect ratios
using aggregated data series by (a) 1-week period,
(b) 2-week period, and (c) 4-week period. We use the
same data collection periods to compute sales variances,
shipment variances, and order variances for the bull-
whip effect metrics.

Table 3 presents the results. As shown in Table 3 (top
section), the bullwhip effect ratio as measured by the
ratio of order variance to sales variance (BW-HYD) is
20.64, 13.31, 12.97, and 9.95 for the daily, 1-week aggre-
gation, 2-week aggregation, and 4-week aggregation data
series, respectively. The material bullwhip effect ratio
(BW-MAT) is 13.60, 6.00, 4.43, and 2.73 for the daily,
1-week, 2-week, and 4-week aggregation data series,
respectively. Similarly, the information bullwhip effect
ratio (BW-INFO) is 7.70, 1.55, 1.09, and 0.66 for the daily,
1-week, 2-week, and 4-week aggregation data series,
respectively. The outcomes of t-tests between BW-HYD
and BW-MAT, and those between BW-MAT and BW-
INFO, are significant for all four data series, indicating
that BW-HYD is greater than BW-MAT, and BW-MAT is
greater than BW-INFO.

5.2.1 | Information BW versus
material BW

In Section 3.1, we discussed that the material bullwhip
effect is expected to be greater than the information bull-
whip effect when the AR(1) demand correlation for a
product is sufficiently low, and is expected to be smaller
than the information bullwhip effect when the
AR(1) demand correlation is sufficiently high. A threshold
value exists in the demand correlation where the material
bullwhip effect is changed to be smaller than the informa-
tion bullwhip effect. Our results show that the information
bullwhip effect ratio is smaller than the material bullwhip
effect. This result is drawn from the analysis using the
pooled data, thus the analysis does not reveal if the mate-
rial bullwhip effect has changed to be smaller than the
information bullwhip effect at some threshold value of the
demand correlation. Chen et al. (2017) do not provide
guidance on the threshold value in demand correlation.

To explore the threshold value of the AR(1) demand
correlation (i.e., RHO (ρ)), we divide products having dif-
ferent AR(1) RHOs into bins of size 0.10, and average the
bullwhip effect ratios for each product bin. Figure 5
shows that the material bullwhip effect is greater than
the information bullwhip effect for most product bins,
but not for the last two bins (0.7–0.8 and 0.8–0.9). In the
last two bins, the information bullwhip effect becomes
larger than the material bullwhip effect for the daily and
1-week aggregation data series, but not for the 2-week
and 4-week data series. We further conducted t-tests

TABLE 3 Measurement of bullwhip effect (N = 3,288)

No aggregation
(daily data)

One-week
aggregation

Two-week
aggregation

Four-week
aggregation

BW-HYD 20.64 13.31 (17.69***) 12.97 (1.97*) 9.95 (13.50***)

BW-MAT 13.60 6.00 (11.17***) 4.43 (22.24***) 2.73 (15.22***)

BW-INFO 7.70 1.55 (28.65***) 1.09 (20.29***) 0.66 (18.57***)

T statistics

BW-HYD versus BW-
MAT

7.97*** 21.44*** 20.54*** 17.25***

BW-MAT versus BW-
INFO

8.47*** 19.32*** 11.98*** 10.49***

BW-HYD-FD 33.60 17.30 (21.43***) 16.02 (2.78**) 14.61 (2.24***)

BW-MAT-FD 21.07 10.71 (9.99***) 6.84 (18.02***) 4.08 (20.95***)

T statistics 8.66*** 9.79*** 21.55*** 18.00***

Note: The numbers in parentheses are the results of t-tests comparing the bullwhip effect ratio using data aggregated over its own time win-
dow with that over the previous window.
Abbreviations: BW-HYD, bullwhip effect ratio of order variance to sales variance; BW-HYD-FD, first differenced bullwhip effect ratio of
order variance to sales variance; BW-INFO, bullwhip effect ratio of order variance to derived demand variance; BW-MAT, bullwhip effect
ratio of shipment variance to sales variance; BW-MAT-FD, first differenced bullwhip effect ratio of shipment variance to sales variance.
*p < .05; **p < .01; ***p < .001.
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between the two measures for each bin for the four data
series, and present the results in Table 4. From Table 4, it
is clear that the information bullwhip effect is smaller
than the materials bullwhip effect when RHO is smaller
than 0.7, but insignificantly different when RHO is
greater than 0.7. The insignificant finding may be due to
the fact that we have insufficient product observations
with high AR(1) demand correlations. Out of the 3,288
products studied, there are only 2 products with demand
correlations greater than 0.8 and 43 products greater than
0.7 and smaller than 0.8.

Table 3 (bottom section) presents the t-test results of a
similar comparison between the BW-HYD-FD and the
BW-MAT-FD. The results are consistent with those dis-
cussed above.

5.2.2 | Temporal aggregation of BW

The numbers in parentheses in Table 3 are the results of
t-tests comparing the bullwhip effect ratio using data
aggregated over its own time window with that over the
previous window. For example, 21.43 is the result of a t-

test between 33.6 and 17.30. For all of the bullwhip effect
ratio series in Table 3, the t-test results are significant.
Furthermore, when the bullwhip effect estimate for no
aggregation is compared with those for the 2-week and
4-week aggregation, and when the bullwhip effect esti-
mate for 1-week aggregation is compared with those for
the 4-week aggregation, the t-test results are also signifi-
cant (not shown in the table). These results suggest that
longer temporal data aggregation in measuring the bull-
whip effect leads to smaller bullwhip effect ratios. Inter-
estingly, while the bullwhip effect is sizable in general,
the information bullwhip effect ratio based on 4-week
data aggregation is reduced to 0.66, a nonexistent bull-
whip effect, suggesting that the temporal aggregation has
completely masked the information bullwhip effect.

5.3 | Order aggregation of bullwhip
effect

As discussed above, data aggregation may mask or
dampen the bullwhip effect ratio because of order pat-
terns among stores. The order patterns among the stores

FIGURE 5 Different measures of bullwhip effect over RHO [Color figure can be viewed at wileyonlinelibrary.com]

YAO ET AL. 15

http://wileyonlinelibrary.com


in our dataset are derived from random store ordering
practices that result in lower order variance after aggrega-
tion. Since our data encompass multiple stores and multi-
ple products, we construct two bullwhip effect data series
aggregated over orders, one series over the same product
across different stores, and the other series over the same
store across different products. Both data series have
important theoretical and managerial implications. The
former series is the bullwhip effect faced by the distribu-
tion center in practice as it pools all orders from its retail
stores. The latter series resembles how orders are placed
and shipped in practice as retail stores always place
orders with multiple products that may be shipped in
truckloads.

We first demonstrate the random ordering pattern
descriptively using the sample product carried by
47 stores, and then use t-tests to examine whether aggre-
gation mitigates the bullwhip effect. We aggregate the
data in two ways. First, we construct two data series: one
series is the orders placed for the sample product by a
single store (1 of the 47 stores) (i.e., disaggregated orders),
and the other series is the average orders for the sample
product placed by all 47 stores (i.e., aggregated orders for
the same product across stores). Second, we construct the
data series for the sample product orders at a single store
(i.e., disaggregated orders), and the orders for all (154)
products carried by the sample store (i.e., aggregated
orders for different products over the same store). We
present the descriptive graphs in Figures 6 and 7. Com-
paring the aggregated and disaggregated data series,

clearly, order aggregation across stores and across prod-
ucts smooth out the order variance.

Table 5 presents the t-test results for the aggregation
of the bullwhip effect over the same product across differ-
ent stores. We also consider the four aggregation periods
as defined above, and all of the five bullwhip effect ratios
(i.e., BW-HYD, BW-MAT, BW-INFO, BW-HYD-FD, and
BW-MAT-FD). The results show that order data aggrega-
tion can reduce the bullwhip effect ratio significantly
across all measures of the bullwhip effect and across all
aggregation periods. For example, for the hybrid bull-
whip effect ratio using a 1-week aggregation, the order
aggregation reduces the bullwhip effect ratio from 13.45

TABLE 4 Differences between BW-MAT and BW-INFO by RHO

RHO N
No aggregation
(daily data)

One-week
aggregation

Two-week
aggregation

Four-week
aggregation

−0.1 to 0.0 12 4.74*** 6.11** 3.70*** 2.20***

0.0–0.1 799 5.21*** 6.57*** 5.29*** 3.03***

0.1–0.2 780 5.07*** 4.45*** 3.20*** 1.97***

0.2–0.3 615 6.00*** 4.47*** 3.15*** 1.85***

0.3–0.4 423 11.32*** 3.67*** 2.83*** 2.33***

0.4–0.5 290 4.66*** 2.91*** 2.08*** 1.45***

0.5–0.6 227 5.23*** 2.35*** 1.57*** 0.94***

0.6–0.7 99 4.64** 1.80*** 1.00 0.61**

0.7–0.8 41 −2.96 0.01 0.05 −0.20

0.8–0.9 2 −38.71 −6.34 2.82 4.03

Total 3,288 5.91*** 4.45*** 3.34*** 2.07***

Note: Positive number denotes BW-MAT is greater than BW-INFO.
Abbreviations: BW-INFO, bullwhip effect ratio of order variance to derived demand variance; BW-MAT, bullwhip effect ratio of shipment
variance to sales variance.
**p < .01; ***p < .001.

FIGURE 6 Orders for a single store versus all stores for a

sample product [Color figure can be viewed at

wileyonlinelibrary.com]
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to 7.42, a 44.83% reduction. Similarly, for the first
differenced hybrid bullwhip effect ratio using a 1-week
aggregation, the aggregation reduces the bullwhip effect
ratio from 18.47 to 9.84, a 46.72% reduction. The results
are consistent across all four aggregation data series and

across all measures of the bullwhip effect. It is interesting
to note that, after the data aggregation, some bullwhip
effects disappear. For example, for BW-INFO, the esti-
mate is reduced to 0.93, 0.68, and 0.45 for the 1-week,
2-week, and 4-week aggregation series. Since the distribu-
tion center looks at aggregated order data from all of
their stores, the results demonstrate that the bullwhip
effect predicted by theory may not be observable by
managers when data analysts perform these data
aggregations.

Table 6 presents the t-test results for the aggregation
effect over the same store but across different products.
The results show that data aggregation over the same
store across different products can also reduce estimates
of the bullwhip effect significantly. For example, for the
hybrid bullwhip effect ratio with 1-week aggregation, the
order aggregation reduces the bullwhip effect ratio from
13.89 to 1.88, an 86.47% reduction. Similarly, for the first
differenced hybrid bullwhip effect ratio using 1-week
aggregation, the aggregation reduces the bullwhip effect
ratio from 16.99 to 2.14, an 87.40% reduction. The results
are consistent across all four aggregation data series and

FIGURE 7 Orders for a single product versus all products for

a sample store [Color figure can be viewed at

wileyonlinelibrary.com]

TABLE 5 Order aggregation of bullwhip effect (aggregation of same product across stores; N = 487)

No aggregation (daily data) One-week aggregation Two-week aggregation Four-week aggregation

BW-HYD

Disaggregated 21.83 13.45 12.84 9.65

Aggregated 11.12 7.42 7.33 5.63

T statistics 12.65*** 12.18*** 10.08*** 8.39***

BW-MAT

Disaggregated 15.49 6.43 4.81 2.98

Aggregated 7.64 3.48 2.76 1.80

T statistics 8.21*** 11.64*** 7.30*** 5.59***

BW-INFO

Disaggregated 8.29 1.59 1.10 0.68

Aggregated 4.09 0.93 0.68 0.45

T statistics 11.53*** 11.01*** 8.80*** 8.25***

BW-HYD-FD

Disaggregated 36.15 18.47 16.67 14.25

Aggregated 22.75 9.84 10.74 10.24

T statistics 8.05*** 7.47*** 6.06*** 5.01***

BW-MAT-FD

Disaggregated 24.52 11.97 7.70 4.56

Aggregated 15.60 6.99 5.40 3.57

T statistics 6.84*** 8.60*** 4.07*** 3.01***

Abbreviations: BW-HYD, bullwhip effect ratio of order variance to sales variance; BW-HYD-FD, first differenced bullwhip effect ratio of
order variance to sales variance; BW-INFO, bullwhip effect ratio of order variance to derived demand variance; BW-MAT, bullwhip effect
ratio of shipment variance to sales variance; BW-MAT-FD, first differenced bullwhip effect ratio of shipment variance to sales variance.
***p < .001.
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all measures of the bullwhip effect, indicating the robust-
ness of the results. BW-MAT and BW-INFO are reduced
to below one for 1-week, 2-week, and 4-week aggregation
series, suggesting a disappearing bullwhip effect. Consid-
ering that some prior studies have used BW-MAT as their
measurement of the bullwhip effect, and have used
aggregated data at the firm or industry levels
(e.g., Bray & Mendelson, 2012; Cachon et al., 2007; Shan
et al., 2014), our results advance a possible explanation
for why they do not find prevalent bullwhip effects. It
may be the data aggregations across firms that have
masked the bullwhip effect in prior studies. For practi-
tioners, the results demonstrate how a bullwhip effect
may not be observable by managers when data analysts
perform these data aggregations.

5.4 | Bullwhip effect by category

The bullwhip effect ratios vary among product categories.
We compute the average bullwhip effect ratios for each
product category. The results are presented in Table 7.

Using the estimates from 1-week aggregation data series,
Table 7 shows that the bullwhip effect ratios vary across
product categories, ranging from 7.18 for baby wipes to
131.85 for Wipes, suggesting that different product cate-
gories exhibit different levels of the bullwhip effect.
According to the estimation results in Duan et al. (2015)
(table 6 in their paper), the heterogeneity in bullwhip
effect between product categories is driven by many prod-
uct level factors such as lead-time, seasonality, order
intervals, and other drivers.

6 | IMPACT OF BULLWHIP
EFFECT

6.1 | Estimation and results

To examine bullwhip effect impact, we construct a two-
equation econometric model. The two equations estimate
inventory and stockouts, respectively. Based on inventory
theory, inventory and stockouts are endogenously deter-
mined (Lee, Clark, & Tam, 1999); that is, inventory

TABLE 6 Order aggregation of bullwhip effect (aggregation of different products over the same store; N = 71)

No aggregation (daily data) One-week aggregation Two-week aggregation Four-week aggregation

BW-HYD

Disaggregated 21.60 13.89 13.86 11.42

Aggregated 4.39 1.88 1.98 2.30

T statistics 16.97*** 16.06*** 15.00*** 12.27***

BW-MAT

Disaggregated 13.74 6.32 4.70 2.98

Aggregated 2.16 0.77 0.62 0.64

T statistics 16.10*** 14.59*** 11.18*** 9.91***

BW-INFO

Disaggregated 8.22 1.68 1.10 0.68

Aggregated 1.47 0.23 0.18 0.14

T statistics 16.86*** 16.37*** 15.47*** 14.42***

BW-HYD-FD

Disaggregated 34.13 16.99 16.10 16.60

Aggregated 10.19 2.14 2.46 3.61

T statistics 12.07*** 15.14*** 12.54*** 8.64***

BW-MAT-FD

Disaggregated 13.74 10.95 7.14 4.40

Aggregated 2.16 1.35 0.93 1.02

T statistics 16.10*** 15.13*** 13.82*** 9.29***

Abbreviations: BW-HYD, bullwhip effect ratio of order variance to sales variance; BW-HYD-FD, first differenced bullwhip effect ratio of
order variance to sales variance; BW-INFO, bullwhip effect ratio of order variance to derived demand variance; BW-MAT, bullwhip effect
ratio of shipment variance to sales variance; BW-MAT-FD, first differenced bullwhip effect ratio of shipment variance to sales variance.
***p < .001.
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affects stockouts and stockouts also affect inventory.
Empirically, they often are estimated using a system of
equations (e.g., Dong et al., 2014). That is, inventory
enters into the stockouts equation as an independent var-
iable, and stockouts also enters into the inventory equa-
tion as an independent variable. Thus, the two equations
form a system of equations.

For the inventory equation, the dependent variable is
the IR calculated using inventory in units divided by the
average sales for a product at a store. For the stockouts
equation, the dependent variable is the number of
stockouts (STOCKOUT), which is a count of stockouts
during the data collection period. Both IR and
STOCKOUT are commonly used measures for supply
chain performance in the literature (e.g., Chen, Frank, &
Wu, 2007; Dong et al., 2014; Lee et al., 1999). The inde-
pendent variable for both equations is the bullwhip effect
ratio (BW-HYD-FD).

In addition, we include several control variables.
The control variables that are common for both equa-
tions are as follows. First, we add the sales in units
(SALES) to control for the levels of demand, and coeffi-
cient of variation of sales (CVSALES) to control for the
variations of demand (Dong et al., 2014; Wan, Evers, &
Dresner, 2012). CVSALES is calculated as the ratio of
the SD of sales to its mean. Second, we include the
mean retail price (PRICE) for a product to control for
the value of products since more expensive products
may differ from less expensive products in service
requirement and inventory planning (Abad, 1996).

Third, we add the replenishment leadtime
(LEADTIME). The replenishment leadtime is com-
puted as the average days between order placement
and shipment receipt by the store. Longer replenish-
ment leadtime is associated with greater inventory and
possibly a greater number of stockouts (Lee
et al., 1997a). Finally, we add fixed store effects
(STORE) and fixed product category effects
(CATEGORY) to control for the fixed effects between
stores and between product categories.

In order to have the system of equations be identi-
fied, we include order frequency (OFREQ) in the
inventory equation only, and stockouts for other prod-
ucts of the same brands (O_STOCKOUT) in the
stockouts equation only. OFREQ is calculated as the
number of orders for a product placed by a store during
the data collection period. O_STOCKOUT is the total
number of stockouts for a product at a store during the
data collection period for other products of the same
brand. For example, assume Products 1, 2, and 3 are
products (e.g., detergents) of the same brand. Products
1, 2, and 3 have 12, 5, and 18 stockouts, respectively.
The O_STOCKOUT for Product 1 is then 23 (5 + 18).
OFREQ serves as an instrumental variable for IR in the
STOCKOUT equation, and O_STOCKOUT serve as an
instrumental variable for STOCKOUT in the IR equa-
tion. OFREQ only directly affects inventory as it is the
information between the stores and the distribution
center and does not directly interact with end cus-
tomers where stockouts occur. O_STOCKOUT only

TABLE 7 Estimations of bullwhip effect by product category (BW-HYD-FD)

Product
category

No aggregation
(daily data)

One-week
aggregation

Two-week
aggregation

Four-week
aggregation

Juices 48.79 26.49 27.73 28.89

Potato chips 77.42 19.25 15.71 12.45

Tea drinks 19.54 13.67 9.76 7.24

Kids' tooth pastes 45.63 31.97 31.24 14.76

Tooth pastes 66.75 37.12 30.26 23.48

Tooth brushes 70.02 27.32 18.37 14.17

Mouth wash 21.41 15.99 15.60 17.22

Facial tissues 24.41 11.83 7.41 3.81

Wipes 203.53 131.85 155.86 131.91

Toilet papers 23.41 10.54 6.45 5.30

Baby wipes 9.52 7.18 8.16 6.68

Shampoos 20.02 14.05 9.50 6.00

Detergents 19.07 9.46 11.15 11.11

Vinegar 20.82 12.42 11.94 12.13

Cooking oil 20.54 13.95 9.94 5.16
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affects STOCKOUT because demands for products
within the same brand are often correlated (Tang &
Yin, 2007), but firms do not use other products' service
levels to plan the focal product's inventory (Duan
et al., 2015). Therefore, they are valid instrumental var-
iables in theory (Wooldridge, 2002). Similar models
and instrumental variables have been used in the liter-
ature (e.g., Dong et al., 2014).

The first stages from both estimations show that the
Cragg–Donald Wald F-statistics (848 for STOCKOUT and
26.79 for IR) are much higher than the Stock–Yogo criti-
cal values (16.38), rejecting that the IV is weak. The
“weak-instrument-robust inference” tests are also signifi-
cant, rejecting that the endogenous regressors are statisti-
cally insignificant. The Anderson's Canonical Correlation
LM statistics are significant (27.33 for IR, 689 for
STOCKOUT), rejecting the null hypothesis that the equa-
tion system is under identified. The Sargan–Hansen test
produced an insignificant Sargan statistic (0 for both
equations), hence, the null hypothesis that the instru-
ments are valid instruments cannot be rejected. The
equation system is estimated using Stata MP/14.2. Using
i to denotes store and j to denote product, our model is as
follows:

IRij = β0 + β1STOCKOUTij + β2BWij + β3SALESij
+ β4CVSALESij + β5PRICEij + β6LEADTIMEij

+ β7OFREQij + γi
XN−1

i=1

STOREi

+ γk
XK−1

k=1

CATEGORYk + εij,

STOCKOUTij = α0 + α1IRij + α2BWij + α3SALESij
+ α4CVSALESij + α5PRICEij

+ α6LEADTIMEij + α7O_STOCKOUTQij

+ γi
XN−1

i=1

STOREi + γk
XK−1

k=1

CATEGORYk + εij:

Table 8 shows the descriptive statistics and Table 9
shows the correlation matrix. We calculate variance infla-
tion factor scores for both equations. The variance infla-
tion factor scores are between 1.03 and 6.76 for the IR
equation, and between 1.03 and 6.89 for the STOCKOUT
equation. The fact that variance inflation factor (VIF)
scores are lower than 10 indicates multicollinearity is not
a concern (Kennedy, 2003).

We estimate the model using two-stage least squares
procedures (2SLS) for all four aggregation data series sep-
arately. We use the ivreg2 command in Stata MP/14.2.
The results of the second stage estimations are presented
in Table 10. The R-squared statistics are 0.38–0.44 for the
IR estimation and 0.18–0.23 for the STOCKOUT estima-
tion, demonstrating a good fit. For both equations, since
the estimation results for the independent variable
(i.e., the bullwhip effect variable) across all four data
aggregation series are consistent, we focus our discussion
on the coefficients for the 1-week aggregation estimation
approach. The coefficient for BW-HYD-FD is positive
and marginally significant (β = 0.04, p < .10). The result
shows that a greater bullwhip effect ratio is associated
with a higher IR. The value of the coefficient suggests
that an increase in the bullwhip effect ratio by 1 or 5.78%
is associated with a higher IR by 0.04, or 0.25% on

TABLE 8 Descriptive statistics (N = 3,288)

Variables Definition Mean SD Min Max

1 BW (daily) First differenced bullwhip effect ratio 33.60 71.17 0.38 2,175

2 BW (1 week) First differenced bullwhip effect ratio 17.30 45.38 0.08 1973.00

3 BW (2 week) First differenced bullwhip effect ratio 16.02 36.91 0.09 1,124.25

4 BW (4 week) First differenced bullwhip effect ratio 14.61 46.83 0.08 1,478.23

5 IR Inventory ratio 16.05 8.17 2.79 78.98

6 STOCKOUT Number of stockouts 0.06 0.09 0 0.54

7 SALES Average sales in units 2.55 1.72 0.56 14.78

8 CVSALES Coefficient of sales variation 1.16 0.31 0.47 3.21

9 PRICE Average price 11.22 10.67 0.80 78.40

10 LEADTIME Average days between when an order is placed and
shipped for a product

2.52 5.06 1 126

11 OFREQ Total number of orders placed by a store for a product 26.80 11.39 16 105

12 O_STOCKOUT Number of stockouts for other brands 0.28 0.39 0 2.49

Note: BW denotes BW-HYD-FD: first differenced bullwhip effect ratio of order variance to sales variance.
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average. For the stockouts equation, the coefficient for
BW-HYD-FD for the 1-week aggregation estimation is
positive and significant (β = 0.0004, p < .01). The result
shows that a greater bullwhip effect ratio is associated
with a higher number of stockouts. The value of the coef-
ficient suggests that an increase in the bullwhip effect
ratio by 1, or 5.78%, is associated with a greater number
of stockouts by 0.0004, or 0.67% on average.

Interestingly, the coefficients for BW-HYD-FD are
lower in the estimations using daily data and 4-week aggre-
gated data. As we discussed, the average order cycle time is
between 1 and 2 weeks (i.e., 7.32 days). To be conservative,
since 7.32 days is closer to 1 week than to 2 weeks, we use
1-week aggregation as the “should be” estimation. Our
results suggest that if daily or 4 week aggregation data were
used, the impact of the bullwhip effect would have been
underestimated (i.e., for IR, 0.036659 for 1-week aggrega-
tion data vs. 0.034859 and 0.025736 for daily and 4-week
aggregation data estimations, respectively; for STOCKOUT,
0.000389 for 1-week aggregation data vs. 0.000353 and
insignificant 0.000117 for daily and 4-week aggregation
data estimations, respectively).

6.2 | Robustness checks

We perform a number of robustness checks. The robust-
ness results using 1-week data aggregation are presented
in Table 11. The estimation coefficients for the bullwhip
effect in all robustness checks are positive and consistent
with the main analysis, confirming that our findings are
robust. In particular, we perform the following robust-
ness checks. First, a concern is that, when estimating the
impact of the bullwhip effect, the bullwhip effect ratios
are computed contemporaneously with the performance
variables. To allay this concern, we split the data by half
based on time periods (first 15 weeks vs. second
15 weeks). We then use the first half of the data to calcu-
late the bullwhip effect ratios, and measure the perfor-
mance during the second half of the data. Second, we
perform a three stage least squares estimation (3SLS).
Third, although we have controlled for numerous prod-
uct and store level variables, product category fixed
effects, and store fixed effects, and have used robust stan-
dard errors clustered by products to deal with
heteroscedasticity, we perform multilevel mixed effect
models. We run this model using random product effects
and using random store effects separately. Fourth, we
extend the data aggregation further to 6 weeks and the
coefficients of the bullwhip effect continue to weaken
(Table A2 in the Appendix). The coefficients drop to
0.005031 for the IR equation (from 0.25735 for 4-week
aggregation), and insignificant for the STOCKOUTT
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equation (insignificant for 4-week aggregation already),
confirming that longer time aggregation is associated
with a greater level of under estimation of the impact of
the bullwhip effect.

6.3 | Economic impact

To demonstrate the economic impact, we compute the
marginal effect of the bullwhip effect on inventory and
stockouts using the regression estimates. Table 12 pre-
sents the analysis. When the bullwhip effect ratio
decreases by 1, IR will decrease by 0.04 or 0.25%. If we
use the average sales of 2.55 and average price of $1.78
(RMB11.22) and 365 days for a year, the change in IR
translates into $26.03 in annual savings for the product.
Following the same calculation, a 1 SD decrease in the
bullwhip effect translates into $1,180 for a product in
annual savings. Similarly, for stockouts, when the bull-
whip effect ratio decreases by 1, the number of stockouts
will decrease by 0.0004 or 0.67%. For a year of 365 days,
this estimate translates into a reduction in the number of
stockouts by 0.15. Following the same calculation, a 1 SD
decrease in the bullwhip effect translates into 6.63 fewer
stockouts for a product in a year. These analyses show
that the effect of the bullwhip effect is not only statisti-
cally significant but also economically significant.

Next, we demonstrate how much the performance
degradation can be underestimated when the bullwhip
effect is underestimated using a 4-week aggregation.
Table 12 also shows the economic impact calculated using
regression estimates based on the 4-week data aggrega-
tion. Using the same parameters as above, a one unit
reduction in the bullwhip effect translates into $19.49 in
annual savings for a product, and 0.04 stockouts in a year.
Comparing with the estimates using 1-week data, these
numbers are 25 and 75% underestimated, respectively.

7 | CONCLUDING REMARKS

The objective of our study is to estimate and compare dif-
ferent bullwhip effect measures and aggregations through
an analysis of a product level dataset, and examine the
impact of a bullwhip effect on supply chain performance.
In particular, using a dataset at the product level from
both the distribution center and stores, we analyze the
measurement and aggregation of the bullwhip effect, and
examine its effects on inventory and stockouts.

7.1 | Discussion of findings

We show that the material bullwhip effect ratio (BW-
MAT) is lower than that measured using order variance
(BW-HYD), and that the information bullwhip effect
(BW-INFO) is lower than the material bullwhip effect
ratio (BW-MAT). As predicted by Chen et al. (2017),
when demand is correlated, there exists a threshold value
of demand correlation where the material bullwhip effect
may change to be smaller than the information bullwhip
effect; that is, the material bullwhip effect is larger than
the information bullwhip effect when demand correla-
tion is lower than the threshold, ceteris paribus. We find
support for the scenario where the material bullwhip
effect is greater than the information bullwhip effect, but
do not find evidence for the scenario where the material
bullwhip effect is consistently significantly smaller than
the information bullwhip effect.

Chen and Lee (2012) show analytically that the bull-
whip effect should be underestimated when measured
using data series constructed with longer time aggregation.
We provide conclusive evidence to support their argument.
For example, the bullwhip effect (BW-HYD-FD) measured
using daily data is 1.94, 2.10, and 2.30 times of those mea-
sured using 1-, 2-, and 4-week aggregation data series,

TABLE 12 Economic impact of bullwhip effect (predicted IR at means = 16.05; predicted stockouts at means = 0.06)

Change

in IR

%

change

in IR

Annual

inventory

savings per

product ($)

% of

underestimation

(1 week

vs. 4 week

aggregation)

Change

in

Stockouts

% change

in

Stockouts

Annual

reduction in

Stockouts

per product

% of under

estimation

(1 week

vs. 4 week

aggregation)

Based on regression estimates for 1-week aggregation in Table 10

BW + 1 0.04 0.25% $26.03 0.0004 0.67% 0.15

BW + 1 SD 1.82 11.34% $1,180 0.0182 31.25% 6.63

Based on regression estimates for 4-week aggregation in Table 10

BW + 1 0.03 0.23% $19.49 25% 0.0001 0.16% 0.04 75%

BW + 1 SD 1.36 10.55% $883.59 25% 0.0045 7.39% 1.64 75%

Based on Table 8, 1 SD = 45.38.
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respectively. It is interesting to note that when measured
using a long enough aggregation, the bullwhip effect can
even disappear (e.g., BW_INFO using 4-week aggregation
data is 0.66). As discussed in Chen and Lee (2012) and
Chen et al. (2017), the bullwhip effect needs to be mea-
sured using an appropriate level of data aggregation over
time. They suggest that the appropriate level should be
similar to a product's order cycle time. In our data, the
products' average order cycle time is about 7.32 days
(roughly a week). Hence, comparing the bullwhip effect
ratios measured using a 1-week aggregation with those
measured using a 4-week aggregation, measuring the bull-
whip effect using 4 week data aggregation may underesti-
mate the bullwhip effect by as much as 61.90% (i.e., for
BW-MAT-FD, 4.08 for 4 week aggregation vs. 10.71 for
1 week aggregation).

We find that the aggregated bullwhip effects, whether
aggregated by products or by stores, are lower than the
disaggregated bullwhip effects. Using the bullwhip effect
ratio measured using a 1-week aggregation and first
differenced data series as an example, the aggregated
bullwhip effect ratio over the same product across differ-
ent stores is 46.72% (from 18.47 to 9.84) and that over a
store across different products is 87.40% (from 16.99 to
2.14) smaller than the disaggregated bullwhip effect ratio
on average. For some measures of the bullwhip effect,
the effect from data aggregation may be so severe that
the bullwhip effect disappears completely (i.e., the bull-
whip effect ratio becomes lower than 1).

The two different ways to aggregate data have dif-
ferent implications. First, when aggregating data by
products, this type of aggregation replicates what the
distribution center (or upstream firm) observes as it
observes the order pooling for a product from multiple
stores. In the theoretical models, the bullwhip effect is
assumed to be at a single product and single firm level
so it may propagate upstream in the supply chain. In
reality, this may not be the case, since at the upstream
level, orders for the same product across stores are
pooled so that the bullwhip effect may not be as serious
or amplified as expected in the theoretical model. As a
result, for the upstream firm (the distribution center,
in our case), which is supposed to experience worsened
performance resulting from the bullwhip effect because
of amplified order variation, they actually may not
observe as much bullwhip as we might expect. Because
the upstream managers make their decisions based on
a pool of orders from multiple downstream stores, the
order variances may be actually canceled out to a great
extent, resulting in a much lower aggregated bullwhip
effect ratio, as shown in our analysis. This may in part
explain why the distribution center's supply chain
manager, quoted in the first section of this article, did

not think the bullwhip effect was as bad as it
should be.

Second, when aggregating data by stores, this type of
aggregation replicates what was used in the prior litera-
ture when the bullwhip effect was measured at the firm
level. We show that aggregation at the firm level, or fur-
ther at the industry level, will underestimate the individ-
ual product's bullwhip effect. This finding, in part, may
explain why some prior studies using data at firm or
industry levels did not find a prevailing bullwhip effect:
aggregation masks the bullwhip effect to a large extent. In
particular, we show that the product level bullwhip effect
is prevalent and strong and substantially larger than
found in other, prior empirical studies (e.g., Bray &
Mendelson, 2012; Cachon et al., 2007). We directly com-
pare our estimations with prior studies. Our industry con-
text is the retail industry, which sells consumer products
(i.e., foods, shampoos, toothbrushes, etc.). It is comparable
to the “food and beverage stores” and “general merchan-
dise stores” under the retail industries in Cachon
et al. (2007), “food” and “general merchandise” in Bray
and Mendelson (2012), and “consumer staples” in Shan
et al. (2014). Cachon et al. (2007) estimate the bullwhip
effect ratios of 1.30 and 1.41 for the “food and beverage
stores” and “general merchandise stores” sectors, respec-
tively; Bray and Mendelson (2012) estimate the bullwhip
effect ratios of 0.88 and 1.85 for “food” and “general
merchandise,” respectively; Shan et al. (2014) estimate the
bullwhip effect ratios between 1 and 1.5 for “consumer
staples.” For us, the estimated bullwhip effect ratio is
between 1.55 and 17.30, dependent on the measures used.
The bullwhip effect ratios reported in our study are much
higher than others in the literature because we use prod-
uct level, disaggregated data. Prior studies use data aggre-
gated at higher levels; for example, Cachon et al. (2007)
use industry level data, while Bray and Mendelson (2012)
use firm level data. The bullwhip effect may be under-
estimated when measured using aggregated data.

We show the bullwhip effect is associated with worse
supply chain performance as measured by inventory and
stockouts. Because we measure the inventory and
stockouts at the downstream stores, the performance
deterioration may be because an increased bullwhip
effect reduces performance of the upstream firm, which
in return offers lower fulfillment and service levels to the
downstream store. For example, the orders placed by the
downstream store are not fulfilled at 100% in our data,
likely due to poor inventory planning at the upstream DC
resulting from the bullwhip effect transmitted from the
downstream store. With stockouts at the upstream DC,
the downstream store has to endure a higher level of
stockout rate and/or increase its inventory to guard
against supply uncertainty and maintain its own service
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levels. Our findings provide empirical evidence for ana-
lytical results in the literature, for example, to Lee
et al. (1997b) who conclude that the bullwhip effect leads
to excessive inventory and lowered customer service
levels. A unit decrease in the bullwhip effect ratio can
save a firm's inventory by $26.03 and stockouts by
0.15 days for a product during a year on average. These
results suggest that, if a firm can mitigate the bullwhip
effect, the firm can expect to have lower inventory costs
and better service level. However, if the bullwhip effect is
measured inaccurately, the estimated benefits are as
much as 25% smaller in terms of inventory and 75% in
terms of stockouts. If a supply chain manager uses incor-
rect methods to estimate the bullwhip effect and its
impact, she may draw the conclusion that the bullwhip is
not severe or existent, and the savings from its mitigation
are marginal.

7.2 | Managerial implications

Our findings have several managerial implications that
are important to the managers. First, the bullwhip effect
can be substantial at the retail stores. Given that the store
manager's responsibility is typically within the store, they
may not pay attention to the amplification of the order
variance feeding into the upstream distribution center or
firm, and do not realize the bullwhip effect may be inten-
sive and causing supply chain inefficiency for the
upstream firm. Or, the retail managers may think that an
increased bullwhip effect is only a headache for the
upstream firm to worry about, but not for their own firm.
This line of thinking is problematic, as shown by our
results. The retailer's performance based on inventory
and service levels can also be hurt when it transmits a
high bullwhip effect to suppliers. According to our find-
ings, this can very well be the case. Hence, when the
upstream and downstream parties are owned by a retailer
(e.g., distribution center and stores), retailers should
implement more comprehensive SCM systems through
which retail managers' incentives are aligned with supply
chain efficiency. When the upstream and downstream
parties are two separate firms (e.g., wholesaler and
retailer), they may want to consider a strategic partner-
ship through which they work together on the bullwhip
effect data analytics that guide their supply chain deci-
sion making.

Second, since both information bullwhip and mate-
rial bullwhip effect ratios are valid measures, managers
may use both measures if order, demand, sales, and
shipment information is available. When the order and
demand information is not available but sales and ship-
ment information is available, they may use the

material bullwhip effect as long as they use it consis-
tently over time. The comparison over time should give
managers a good idea how their supply chain is improv-
ing or deteriorating in terms of the bullwhip effect over
time. In the meantime, managers should keep in mind
that the material bullwhip effect may be higher than
the information bullwhip effect, the typical measure of
the bullwhip effect, when the demand correlation is
sufficiently low.

Third, each supply chain has its own supply chain
structure. When the supply chain structure is a 1-to-N
kind (i.e., one supplier serving multiple buyers), the bull-
whip effect may be tamed unexpectedly due to order
pooling. This situation is only valid when the orders
from the buyers are not highly correlated. While retail
managers may coordinate with their peer managers at
other stores on ordering at the same time, for the
upstream firms, their managers may want to negotiate
with the downstream firms and ask them not to coordi-
nate with each other on ordering at the same time, so
that the supply chain can take advantage of the order
pooling as it is an effective strategy to mitigate the bull-
whip effect.

Fourth, retailers should include estimating bullwhip
effects in their data analytics effort. While many
retailers have implemented data analytics to improve
their decision making, they focus mostly on customer
and demand management. As we show, estimating the
bullwhip effect involves careful consideration on data
aggregation. When it is not done correctly, it will lead to
inaccurate estimates of the bullwhip effect, and poten-
tially poor supply chain decision making. Therefore,
retail managers and data analysts should work together
to distinguish different types of data aggregation as we
study in this article, all of which leads to different esti-
mates of the bullwhip effect, but only some are correct.
The data aggregation due to supply chain order pooling
that leads to lowered bullwhip effects is correct, and the
data aggregation due to incorrect aggregation either over
time interval and unit interval may lead to underestima-
tion of the bullwhip effects. The correct time interval
should be the time interval that matches a product's
order cycle time, and the correct unit interval should be
at product level.

Finally, managers should be aware that the eco-
nomic impact of bullwhip effect is nontrivial, and that,
if they underestimate the bullwhip effect, they may
miss the chances to capitalize on the savings from
curbing the bullwhip effect. By our calculations, when
the downstream firm can decrease the bullwhip effect,
the inventory cost savings and improved service levels
to its own firm is significant. However, if the data ana-
lysts underestimate the bullwhip effect, it would lead
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the managers to think that the firm is not subject to
the negative impact from the bullwhip effect, and thus,
not to take on tactics to deal with the bullwhip effect.
The potential consequence highlights the importance
of correctly estimating the bullwhip effect in the first
place.

7.3 | Limitations and future research

Notwithstanding the fine granularity of our data, there
are several research limitations. First, we collected the
data from a single, consumer product supply chain,
even though the data include a wide range of products
and stores. Researchers and practitioners should be
cautious when generalizing our results to other supply
chains, other sectors, and other products. Also, the
bullwhip effect is a multiechelon phenomenon. Our
article studies the bullwhip in a single echelon. Future
studies can extend our research setting to multiple ech-
elons. Second, although our data is at the product level
and in large scale, the length of time (i.e., 7 month) is
limited. After aggregation over a long time window,
the resulting data points can be sparse. Hence, future
research may consider to estimate the bullwhip effect
with a longer period time. Third, our data do not have
actual demand data. We use our available data and
imputation methodology derived in the literature to
compute order variance. Although we have used the
measures that are closer to the bullwhip effect defini-
tion in theory, it still does not reflect the full demand
information variations. We acknowledge it is difficult
to collect actual demand data from a firm's databases
and hope that future studies extend our study to con-
sider other methodologies such as experiments,
through which demand data may be full captured.
Finally, we measure the performance impact of the
bullwhip effect at the downstream party due to data
limitation. It would be interesting to examine the
impact on the upstream party's performance as well so
that we would have a full picture of the impact from
the bullwhip effect. Future research can collect such
data and conduct the further examination.

ACKNOWLEDGMENTS
We would like to thank the editors-in-chief, the depart-
ment editor, the associate editor, and the reviewers for
spending their valuable time reviewing our manuscript,
and for providing constructive feedback that has helped
us to greatly improve the article. We are also grateful to
our institutions (Lehigh University and Tongji Univer-
sity) for supporting our research. Yongrui Duan and
Jiazhen Huo acknowledge the support of the National

Natural Science Foundation of China (grant numbers
71771179, 71532015).

ORCID
Yuliang Yao https://orcid.org/0000-0001-9384-6707

ENDNOTES
1In this article, because we measure the bullwhip effect at the
retail store level, orders are those placed from the stores to the
distribution center, and demand and sales are those received by
stores from their customers. Figure 1 presents the graphical
explanation.
2Converted from Chinese currency RMB. $1 = RMB 6.3 in July
2011 when the data were collected. This applies to all dollar calcula-
tions throughout the article.
3These estimates are the same as those in Duan et al. (2015).
4The bullwhip effect ratio for product category wipes is 131.85,
much higher than those for other product categories. A further
investigation showed that there were two cases where two stores
placed orders of 840 units while their average order quantity is
about 24. A discussion with the data provider indicated that these
were valid orders due to anticipated demand spikes such as volume
purchases. Hence, we kept the data points in our analysis.
5We use average sales to avoid sales value 0 in denominator.
6We report the estimation results using BW-HYD-FD, and note that
our estimation results are consistent for all other bullwhip effect
measures.
7The estimation results from the first stage are presented in
Table A1 in the Appendix.
8The number is computed using one divided by the mean value of
IR (17.30). We used the same calculations for all percentage calcula-
tions in this paragraph.
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TABLE A2 Estimation results—6-week aggregation

Six-week aggregation

IR STOCKOUT

IR −0.005295***

−0.000959

STOCKOUT −20.532015

(21.655187)

BW 0.005031* 0.000025

(0.002196) (0.000018)

SALES 0.174405 −0.001404

(0.157877) (0.001765)

CVSALES 3.543089 0.119700***

(2.776329) (0.013399)

PRICE 0.044702 −0.000185

(0.036043) (0.000311)

LEADTIME 0.360887*** 0.003429***

(0.046775) (0.000666)

OFREQ −0.311745***

(0.049827)

O_STOCKOUT 0.020373**

(0.007333)

Store fixed effects Included Included

Product category
fixed effects

Included Included

Intercept 23.43742*** 0.0054374

(3.478936) (0.0278053)

N 3,288 3,288

R2 0.381 0.174

F statistics 31*** 57***

Note: Robust standard errors in parentheses; clustered by products.
*p < .05; **p < .01; ***p < .001.
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